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The BEA Quarterly Model as a Forecasting Instrument 

OINCE the early 1960's, there has 
been an explosive growth in the number 
of econometric models of the U.S. 
economy. The models now existing 
differ considerably as to the underlying 
theoretical framework, intended use, 
extent of disaggregation, specific for­
mulation of comparable relationships, 
and time unit (month, quarter, or year). 

The Bureau of Economic Analysis 
(BEA) quarterly model belongs to the 
family of "large" models whose primary 
use is in forecasting. It is also used to 
analyze the impact of alternative Gov­
ernment policies. I t is a substantially 
revised and enlarged version of a model 
published in 1966.1 The model now 
contains 63 behavioral equations. The 
model equations and an explanation of 
them are presented in a BEA staff 
paper.2 An interim version of the model, 
together with an analysis of sample 
period predictions and cyclical proper­
ties, is presented elsewhere.3 

This article examines and evaluates 
the predictive and forecasting proper­
ties of the model. In the present con­
text, the following distinction is drawn 
between prediction and forecasting. 
Prediction pertains to the determina­
tion of values of the "endogenous" 
variables in the model (the variables 
that are explained by the system of 
equations), when the values of the 

1. Maurice Liebenberg, Albert A. Hlrsch, and Joel Popkln, 
"A Quarterly Econometric Model of the United States: A 
Progress Report," SURVEY OF CURRENT BUSINESS. May 1966. 
The model was generally referred to as the "OBE model" 
prior to the renaming of the Office of Business Economics as 
the Bureau of Economic Analysis. 

2. Albert A. Hirsch, Maurice Liebenberg, and George R. 
Green, "The BEA Quarterly Model," Bureau of Economic 
Analysis Staff Paper No. 22, July 1973, available from the 
National Technical Information Service, Springfield, 
Virginia 22151. Order by COM 73-11114. Price is $3.00. 

3. George R. Green, in association with Maurice Lieben­
berg and Albert A. Hirsch, "Short- and Long-term Simula­
tions with the OBE Econometric Model" in Econometric 
Models of Cyclical Behavior, edited by Bert G. Hickman, 
Studies In Income and Wealth, 36, Vol. 1, National Bureau of 
Economic Research, 1972. 
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"exogenous" variables (those that are 
determined outside the system) and the 
"initial conditions" (values of both 
kinds of variables in the period(s) just 
before the prediction period) are "given" 
(in the sense of being known or being 
hypothetically assumed). Predictions 
can refer to the past as well as to the 
future. One may also assume both the 
initial conditions and the exogenous 
variable hypothetically, in which case 
the predictions do not pertain to any 
historical time period at all. The pre­
dictions that are analyzed in this ar­
ticle, however, were made with actual 
initial conditions and known exogenous 
variables. 

Forecasting refers to the estimation 
of the probable future values of eco­
nomic variables. Forecasts differ from 
predictions in that they require judg­
mental forecasts of exogenous variables 
in place of known or hypothetical 
values. (As is explained later, most 
econometric forecasters introduce other 
judgmental elements as well.) They 
share in common with predictions the 
feature that the model translates the 
initial conditions and exogenous vari­
ables into a set of endogenous outputs. 
The end result in the case of forecasts, 
however, is a set of unconditionally 
stated expectations of what is most 
likely to happen, thus contrasting with 
the conditional nature of predictions. 
(In practice, we frequently deviate 
from forecasting in this pure sense by 
generating more than one set of outputs 
for a given time period, based on alter­
native assumptions for some of the 
inputs.) 

The first major section of the article 
presents an investigation of the errors 
made when the model is used without 
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judgmental modifications to predict 
both within and beyond the "sample 
period," that is, the period from which 
the data used to fit the equations are 
taken. The basic summary statistic 
used to measure error is the "root mean 
square error," which is defined later. 
While the main focus is on the quantita­
tive accuracy of predictions, the degree 
of success in predicting business cycle 
turning points is also examined. The 
second major section analyzes the record 
of errors in actual forecasts made with 
various versions of the BEA model 
over the period 1966-71 and compares 
those results with the post-sample 
prediction errors and with errors gener­
ated by certain other procedures. A 
final section summarizes the major 
statistical findings. 

The whole inquiry—both its predic­
tion and forecasting aspects—is aimed 
at the question: How reliable is the 
model as a forecasting instrument? The 
article does not provide an unambigu­
ous answer to this question. However, 
both the quantitative error statistics 
and the analysis of turning point pre­
dictions show a substantial tendency 
toward deterioration as the prediction 
or forecast horizon lengthens. Since a 
large part of the impact of many kinds 
of Government economic policy actions 
occurs several quarters after such ac­
tions, further improvements in econo­
metric modeling are desirable. 

An econometric model is a set of 
equations comprised of behavioral rela­
tionships plus "identities," or defini­
tional relationships. The behavioral 
relationships are specified (as far as 
possible) on the basis of economic 
theory and are estimated by fitting 
regressions to actual data. A basic 
assumption is that the relationships 
are "stochastic." That is, even if all of 
the important causal determinants are 
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included as explanatory variables in an 
equation and the form of the equation 
is properly specified, there remains a 
random or unexplained error term 
(often called "disturbance") which rep­
resents the net effect of the myriad 
other forces that are acting on the 
dependent variable. 

The stochastic nature of the behav­
ioral relationships is a fundamental 
source of prediction error in an econo­
metric model. The unexplained, and 
therefore unpredictable, random dis­
turbances are a direct cause of errors 
in the dependent (endogenous) vari­
ables. They also cause prediction error 
indirectly since in the estimation proc­
ess they give rise to sampling errors in 
the coefficients; and erroneous coeffi­
cients result in wrong predictions of 
the effects that changes in one variable 
have upon another. 

A second source of prediction error 
is errors in specifying behavior relation­
ships. Specification errors can take the 
form of omission of important causal 
variables that should be included, in­
clusion of variables that should be 
excluded, or incorrect mathematical 
formulation of the function. A related 
source of error which manifests itself 
primarily in post-sample predictions 
and forecasts is structural change, i.e. 
the tendency for the "true" parameters 
of the system to change over time. It 
can be argued that this phenomenon 
simply reflects omission of variables, 
but such omissions can be manifold and 
hard to pinpoint or quantify. 

A third class of sources of prediction 
error are various special problems of 
estimation. As in the case of random 
disturbances, these problems can give 
rise to prediction error via their tend­
ency to yield incorrect estimates of 
parameters. These include intercorre-
lation among explanatory variables, 
autocorrelation of disturbances, simul­
taneity of equations, inclusion of lagged 
dependent variables, errors in the meas­
urement of data, and again, errors in 
specification. The deficient character­
istics of the estimated coefficients that 
arise when appropriate corrective econ­
ometric techniques are not or cannot 
be applied are mainly "bias" (the 
tendency to under- or overestimate the 
parameters), and "inefficiency" (the 

tendency for parameter estimates based 
on different samples of data to be 
widely dispersed). 

Forecasts are subject to all the 
sources of prediction error, but they 
are also subject to additional sources of 
error. First, there are errors in pro­
jecting exogenous variables. Second, 
there are errors in the judgmental 
adjustments made to the model equa­
tions. Third, forecasts are normally 
made using preliminary (and sometimes 
incomplete) data for initial, conditions; 
this is a source of error that would be 
absent if complete revised data were 
used. 

Fortunately, the law of large num­
bers in statistics leads us to expect that 
the various sources of error tend to be 
offsetting in their impact on the pre­
diction of particular variables. As the 
evidence presented in this article shows, 
there is an analogous" offsetting tend­
ency with respect to errors in the com­
ponents of key aggregates. 

Predic t ion Errors 

There is no direct way to test the 
forecasting ability of a model prior to 
actual forecasting use. However, since 
prediction errors are likely to be major 
contributors to forecasting errors, an 
obvious indirect test of a model's likely 
forecasting performance is to see how 
well the model predicts endogenous 
variables in periods for which actual 
values are known, using known values 
of exogenous variables, the latest re­
vised data for the initial conditions, and 
perhaps crude estimates of the direct 
impacts of such exogenous factors as 
major strikes or strike threats. Such 
tests can be made both within and 
beyond the sample period. 

Tests beyond the sample period are 
particularly crucial since these indicate 
the stability of the model relationships; 
good performance within the sample 
period may reflect, in part, ad hoc 
selection of relationships on the cri­
terion of fit. Unfortunately, the "de­
grees of freedom" provided by usable 
time series observations are relatively 
scarce. Accordingly, most of the avail­
able observations must be used for 
fitting the model's equations, leaving 
only a small number of available 

periods for post-sample testing. For 
this reason, as well as the need to 
determine how well the post-sample 
performance holds up relative to that 
of the sample period, the error statistics 
for the latter provide important addi­
tional information. 

One- to six-quarter predictions 

The quantitative prediction errors 
were obtained by running dynamic 
simulations for overlapping six-quarter 
spans covering both the bulk of the 
sample period, which is 1953-11— 
1968-TV, and a post-sample period 
(1969-1—1971-11) and comparing pre­
dicted with actual values. In dynamic 
predictions, computed rather than 
actual values of lagged endogenous 
variables are used as inputs for sub­
sequent periods. The first sample-period 
prediction sequence begins in 1953-IV" 
and ends in 1955-1; the second begins 
in 1954-1 and ends in 1955-11, and so 
on, through the sequence ending in 
1968-IV. A six-quarter span was chosen 
because that is a usual forecasting 
horizon. Error statistics (to be de­
scribed shortly) were calculated for all 
predictions one quarter ahead, all 
predictions two quarters ahead, . . ., 
and all predictions six quarters ahead. 
In order to calculate all the summary 
error statistics with the same number 
of observations for all horizons and to 
have all of them cover the same time 
period, errors for periods prior to 
1955-1 were not used. Thus, the sam­
ple-period error statistics are based 
on 56 sets of predictions covering the 
14 years from 1955-1 through 1968-IV. 
For the post-sample period, there are 
only 10 sets of predictions covering 
the 2}/2 years from 1969-1 through 
1971-II.4 

In making the predictions, account 
was taken of serial correlation in the 
equation residuals, that is, the tendency 
for the residuals of successive time 
periods to be systematically related; 
this is, after all, useful information that 
should not be discarded in making pre-

4. The data reported in this study were compiled prior 
to the July 1972 revision of the national income and product 
accounts. Hence tho "actual" values of national income 
variables against which errors are measured are based on 
the accounts as of July 1971. 
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dictions. Specifically, in equations in 
which serial correlation is significantly 
present, additive adjustments were 
made to the constant term based on the 
last two observed residuals prior to the 
prediction period and the estimated 
autocorrelation coefficient. The adjust­
ments are such that they decay from a 
weighted average of the two residuals 
toward zero over the prediction period. 
In algebraic terms: 

Adj t+i=%, b'tet+bet-i) 

where et is the observed residual in the 
initial quarter (first quarter prior to 
prediction period), et~i is the residual 
in the previous quarter, b is the esti­
mated autocorrelation coefficient, and 
i is the number of quarters from the 
initial quarter being predicted.5 

Size of prediction errors 

The basic summary error statistic 
in this study is the root mean square 
error (EMSE), which is given by the 
formula 

where Pi represents the predicted value 
for the i-th. observation, A{ the cor­
responding actual, and N the number of 
observations. Alternative measures, 
such as the average absolute error,6 

could be used. However, the EMSE has 
useful analytical characteristics; in 
particular, its square (the mean square 
error) can be decomposed into contrib­
uting elements, as shown later, 
whereas the average absolute error 
cannot. I t should be kept in mind, when 

5. The adjustments were made to the "normalized" equa­
tions. Thus, if the dependent variable of a behavioral eqa-
tion that is estimated in constructing the model is not a 
simple endogenous variable, but, for example, a ratio such as 
CSNH/N (nonhousing services consumption per capita), 
then the equation is first transformed so that only a single 
endogenous variable appears on the left. In the example here, 
both sides of the equation are first multiplied by N (popu­
lation) before the adjustment formula is applied. 

It should be noted that use of the above formula for the 
sample period predictions is quantitatively not very impor­
tant, since many of the estimated equations already contain a 
correction for serial correlation in the residuals via the 
"Cochrane-Orcutt" transformation. Thus, with a few excep­
tions, the 6 coefficients are relatively small. 

6. Average absolute error= 

Sfl>'-A ' ' N 

i.e., in computing the sum of the errors, the signs of individual 
errors are disregarded. 

evaluating EMSE statistics, that the 
EMSE gives more weight to extreme 
errors than does the average absolute 
error and thus tends to be larger. 

Sample period. Table 1 shows EMSE's 
for the period 1955-1—1968-IV for pre­
dictions of major variables with 
horizons of from one to six quarters. 
Only EMSE's for endogenous com­
ponents of GNP are shown since 
exogenous variables are assigned their 
actual values and hence show no error; 
for this reason, exports, military im­
ports, and government purchases of 
goods and services are not fisted. 
Second, it should be noted that the 
model determines components of real 
GNP and corresponding price deflators; 
thus the EMSE's for current-dollar 
magnitudes—real magnitudes times 
prices—represent composites of errors 
in the basic variables. 

Two generalizations can be made 
about the EMSE's. First, the errors 
generated grow in size as the prediction 
horizon lengthens. This phenomenon 
reflects accumulation of errors through 
•lagged variables, which, after the first 
predicted quarter, also contain predic­
tion errors. The tendency toward in­
creasing error is greatly subdued in the 
prediction of quarterly changes, as 
can be seen in the second line of table 1 
where EMSE's for change in current-
dollar GNP are shown. The reason for 
this is that in any prediction sequence 
the accumulation of errors through 
lagged variables tends to be in one 
direction; to this extent, accumulation 
is registered in the levels, but not in the 
changes. The second generalization is 
that EMSE's for aggregates, such as 
GNP or personal consumption expendi­
tures, are less than the sum of com­
ponent EMSE's. This reflects the 
tendency of errors to be offsetting. 

The largest errors among components 
of real GNP are in nondurables con­
sumption, nonresidential fixed invest­
ment, and change in business inven­
tories. (The size of the EMSE's in non-
durables consumption is not surprising 
since this is the largest single component 
of real final demand in the model.) 
Eelative sizes of errors in the real final 
demand components are roughly re­
flected in those of the corresponding 
current-dollar magnitudes. 

EMSE's for personal income are 
larger than those for corporate profits, 
and increase more rapidly as the pre­
diction horizon lengthens. However, 
profits are much smaller than personal 
income; thus, in percentage terms (not 
shown), profit predictions are subject to 
considerably larger errors. 

Compared with errors in current-
dollar GNP and real GNP, errors in the 
implicit price deflator for private GNP 
are surprisingly small. This can be seen 
from comparisons of root mean square 
percentage errors for the three magni­
tudes, as shown in the last three lines 
of table 1. A percentage error is com­
puted as 

P—A 
£

1^xioo, 
and the root mean square percentage 
error is calculated analogously to the 
EMSE. Because errors in the price 
level predictions are relatively small, 
errors in real GNP carry through di­
rectly into errors in current-dollar GNP. 
In the first prediction quarter, the root 
mean square percent error in real GNP 
is more than three times as great as 
that in the private deflator. By the fifth 
and sixth prediction quarters this ratio 
is nearly four. However, the relatively 
small errors in the aggregate price index 
reflect larger but offsetting errors among 
component price deflators. 

Errors in the unemployment rate 
reflect, in part, those in real output. 
This is seen in the fact that errors in 
employment, which is directly related 
to output, are larger (the more so as the 
prediction horizon lengthens) than those 
in labor force. Errors in both short- and 
long-term interest rates remain quite 
low over the whole six-quarter predic­
tion horizon. 

Post-sample period. Error statistics for 
predictions beyond the sample period 
are derived from only 10 sets of over­
lapping predictions covering 2% years, 
as against 56 full sets covering 14 years 
in the sample period. Predictions over 
six-quarter spans in the post-sample 
period (1969-1 through 1971-11) were 
obtained in the same way as the sample-
period predictions with two modifica­
tions: (1) The constant adjustments 
were made to decay over the prediction 
horizon from the average of the last 
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two periods' residuals prior to the pre­
diction period toward an average of the 
last eight quarters' residuals rather than 
toward zero;7 (2) special adjustments 
were incorporated to handle the direct 
effects of the General Motors strike in 
late 1970. The first modification allows 
for the fact that beyond the sample 
period, the average prediction error of 
the equation may differ from zero be­
cause of specification errors or gradual 
structural change. The eight-quarter 
average error is intended to represent 
an updated long-run average of ex­
pected errors. The second modification 
takes into consideration that the impact 
of the GM strike was considerably 
greater than that of previous strikes, 
whose mean effects are represented 

7. The formula used is 
Adjt+i=3^bi[(et-e-i:«)+b(et-i-e-i:8)]+o_i:s, 

where e-i:s=K " ^ et-j+i. 

by the coefficients of strike dummy 
variables. 

Prediction errors for the post-sample 
period, shown in table 2, are generally 
larger than for the sample period. This 
result is to be expected. Most of the 
variables in the model exhibit substan­
tial growth trends. I t is thus natural 
that the prediction errors should be 
larger in the post-sample period when 
the values of the variables are large as 
compared with those of the sample 
period. Furthermore, it can be shown 
that even if the random disturbances 
do not increase in size with that of the 
endogenous variables, expected predic­
tion errors grow with the increasing 
gap between current and sample mean 
values of the explanatory variables. The 
tendency toward increasing error is ag­
gravated by errors in specification and 
by structural changes. Another likely 

reason for the larger errors is that this 
particular period was an inherently dif­
ficult one to predict. 

For current-dollar GNP, the ratio 
of EMSE's in the 1969-71 period to 
EMSE's in the 1955-68 period averages 
to about 2.3 over the whole prediction 
horizon (see table 3). For real GNP 
this ratio is about 1.7. For the private 
GNP deflator, the ratio is 1.5 for one-
quarter predictions and rises to 2.6 for 
six-quarter predictions. The "amplifi­
cation" of the root mean square per­
centage errors is much smaller, though 
for each variable and all prediction 
horizons it is still greater than 1.0. 

Among GNP components, errors in 
personal consumption expenditures are 
much larger relative to errors in total 
GNP in the post-sample than in the 
sample period. Most of this difference 
is accounted for by substantially larger 

T a b l e 1 . — R o o t M e a n S q u a r e 
E r r o r s o f S e l e c t e d V a r i a b l e s : 
S a m p l e P e r i o d P r e d i c t i o n s 
( 1 9 5 5 - 1 — 1 9 6 8 - I V ) 

T a b l e 2 . — R o o t M e a n S q u a r e E r r o r s 
o f S e l e c t e d V a r i a b l e s : P o s t -
s a m p l e P e r i o d P r e d i c t i o n s ( 1 9 6 9 -
I — 1 9 7 1 - 1 1 ) 

T a b l e 3 . — R a t i o s o f P o s t -
S a m p l e P e r i o d t o 
S a m p l e P e r i o d R o o t 
M e a n S q u a r e E r r o r s 

Prediction horizon (quarters) 

1Q 2Q 3Q 4Q 5Q 6Q 

Prediction horizon (quarters) 

1Q 2Q 3Q 4Q 5Q 6Q 

Prediction horizon (quarters) 

1Q 2Q 3Q 4Q 6Q 6Q 

Billions of dollars: 

Gross national product-
Change in GNP 

Personal consumption expenditures 
Fixed nonresidential investment 
Besidential structures 
Change in business inventories 
Imports of goods and services 

Personal Income -
Corporate profits and inventory valuation ad­

justment 

Billions of 1958 dollars: 

Gross national product 
Personal consumption expenditures _ 

Automobiles and parts 
Nonauto durables 
Nondurables— -
Nonhousing services 
Housing services 

Fixed nonresidential investment 
Besidential structures 
C hange in business inventories 
M erchandise imports 
Services imports, nondefense 

Miscellaneuos variables: 

Implicit price deflator, private GNP (1958=100)_ 
Wages per private employee (dollars per year). . . 
Index of private output per manhour (1958=100). 

Civilian labor force (millions) 
Employed -

TJnemployemnt rate (percent) 

Average yield on 4-6 months commercial paper 
(percent) 

Average yield, corporate bonds (percent) 

Root Mean Square Percentage Errors: 

Gross national product 
GNP in 1958 dollars 
Implicit deflator, private GNP 

2.94 
2.94 

1.91 
.95 
.54 

2.03 
.51 

1.97 

1.95 

2.80 
1.90 
.77 
.48 

1.32 
.39 
.26 
.87 
.62 

1.96 
.46 
.13 

.18 
30.4 

.72 

.24 

.30 

.32 

.18 

.09 

5.16 
3.83 

2.77 
1.69 
1.06 
2.58 
.72 

3.14 

2.84 

4.92 
2.68 
1.00 
.69 

1.56 
.48 
.43 

1.52 
.99 

2.48 
.69 
.14 

.30 
43.5 

.82 

.28 

.40 

.48 

.23 

.13 

.88 

.92 

.28 

7.31 
3.96 

3.66 
2.35 
1.43 
2.82 

4.22 

3.78 

6.75 
3.51 
1.20 
.67 

1.86 
.54 
.60 

2.11 
1.31 
2.71 
.86 
.15 

.40 
57.2 
1.01 

.30 

.43 

.58 

.24 

.15 

1.26 
1.28 

9.36 
4.05 

4.62 
3.04 
1.66 
3.12 
1.12 

5.36 

4.50 

8.46 
4.30 
1-.42 
.78 

2.10 
.56 
.78 

2.70 
1.49 
2.99 
1.03 
.16 

.48 
38.7 
1.20 

.32 

.49 

.65 

.24 

.18 

1.59 
1.59 
.44 

11.61 
4.10 

5.90 
3.79 
1.73 
3.45 
1.28 

6.72 

6.22 

10.26 
5.16 
1.62 
.89 

2.35 
.58 

1.00 
3.38 
1.52 
3.31 
1.19 
.17 

.62 
77.4 
1.35 

.34 

.58 

.73 

.25 

.20 

1.98 
1.90 
.49 

13.65 
4.25 

7.10 
4.60 
1.72 
3.74 
1.45 

8.16 

5.71 

11.83 
6.92 
1.74 
1.01 
2.59 
.63 

1.23 
4 02 
1.46 
3.60 
1.34 
.18 

39.0 
1.62 

.35 

.65 

.79 

2.34 
2.19 
.57 

6.01 
6.01 

3.98 
2. OS 
1.26 
3.01 
3.56 

3.26 

2.16 

4 66 
3.21 
1.78 
1.05 
1.73 
1.26 
.17 

1.50 
.91 

2.52 
2.97 
.75 

.27 
50.0 

.42 

.42 

.22 

.70 

.64 

.63 

.21 

11.01 
7.42 

6.97 
3.41 
2.85 
3.66 
3.84 

7.79 

3.20 

8.11 
6.50 
2.45 
1.57 
2.26 
1.83 
.20 

2.66 
2.09 
3.05 
3.10 
.92 

.44 
74.1 
1.36 

.59 

.78 

.39 

.49 

1.19 
1.12 
.34 

18.42 
7.46 

10.83 
4.95 
3.56 
4.54 
4.08 

13.32 

4.86 

13.28 
7.98 
3.20 
2.04 
2.83 
2.32 
.30 

3.77 
2.55 
3.79 
3.07 
1.06 

.61 
110.2 

1.66 

.74 
1.18 
.67 

2.00 
1.83 
.47 

23.63 
6.79 

13.77 
6.56 
3.64 
5.54 
4.99' 

18.00 

5.32 

16.06 
9.41 
3.86 
2.31 
3.10 
2.63 
.38 

4.77 
2.57 
4.66 
3.72 
1.16 

.70 
143.9 

1.71 

.89 
1.52 
.93 

.84 

.47 

2.53 
2.22 
.55 

28.08 
6.68 

16.69 
8.84 
3.48 
5.31 
6.21 

22.62 

6.60 

17.78 
10.31 
4.19 
2.26 
3.35 
2.88 
.64 

6.35 
2.48 
4.46 
3.76 
1.21 

.95 
176.6 

1.89 

1.03 
1.83 
1.15 

2.99 
2.45 
.76 

30.56 
6.43 

18.82 
10.71 
3.31 
4.58 
5.44 

25.76 

5.53 

17.16 
10.11 
4.26 
1.90 
3.15 
2.90 
.67 

7.56 
2.39 
3.91 
3.77 
1.23 

1.61 
200.2 

1.87 

1.14 
2.03 
1.26 

1.11 
.46 

3.23 
2.37 
1.20 

2.0 
2.0 

2.1 
2.2 
2.3 
1.5 
7.0 

1.7 

1.1 

1.6 
1.7 
2.3 
2.2 
1.3 
3.2 
.7 

1.7 
1.8 
1.3 
6.5 
5.8 

1.5 
1.6 
1.3 

1.8 
1.4 
.7 

3.9 
4.2 

1.3 
1.2 
1.2 

2.1 
1.9 

2.5 
2.0 
2.7 
1.4 
6.3 

2.5 

1.1 

1.7 
2.1 
2.5 
2.7 
1.5 
3.8 
.5 

1.8 
2.1 
1.2 
4.5 
6.6 

1.5 
1.7 
1.7 

2.1 
2.0 

3.7 
3.8 

1.4 
1.2 
1.2 

2.5 
1.9 

3.0 
2.1 
2.5 
1.6 
4.4 

3.2 

1.3 

2.0 
2.3 
2.7 
3.0 
1.5 
4.3 
.5 

1.8 
2.0 
1.4 
3.6 
7.1 

1.6 
1.9 
1.6 

2.6 
2.7 
1.2 

3.5 
3.3 

1.6 
1.4 
1.3 

2.5 
1.7 
3.0 
2.2 
2.2 
1.8 
4.5 

1.2 

1.9 
2.2 
2.7 
3.0 
1.5 
4.7 
.6 

1.8 
1.7 
1.6 
3.6 
7.3 

1.6 
2.1 
1.4 

2.8 
3.1 
1.4 

3.5 
2.6 

1.6 
1.4 
1.3 

2.4 
1.6 

2.8 
2.3 
2.0 
1.5 
4.1 

3.4 

1.1 

1.7 
2.0 
2.6 
2.5 
1.4 
5.0 
.5 

1.9 
1.6 
1.4 
3.2 
7.1 

1.8 
2.3 
1.4 

3.0 

3.8 
2.3 

1.5 
1.3 
1.5 

2.2 
1.5 

2.7 
2.4 
1.9 
1.2 
3.8 

3.2 

1.0 

1.5 
1.7 
2.5 
1.9 
1.2 
4.6 
.6 

1.9 
1.6 
1.1 
2.8 
6.8 

2.6 
2.3 
1.2 

3.3 
3.1 
1.6 

4.1 
2.3 

1.4 
1.1 
2.1 
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errors in purchases of autos and parts 
and of nonhousing services. Errors in 
imports are also much larger. By con­
trast, errors in housing services are 
smaller and errors in inventory invest­
ment are only moderately larger. 

Errors in personal income are much 
larger. This results from positive bias 
(discussed below) both in the average 
private wage rate and in private em­
ployment, which result in large errors 
in employee compensation. The errors 
in corporate profits, however, are only 
slightly larger. 

The unemployment rate is very well 
predicted on the average in one- and 
two-quarter predictions, but the error 
mounts more rapidly in subsequent 
quarters than in the comparable quar­
ters within the sample period. Errors 
in the short- and long-term interest 
rates are uniformly larger. 

Bias component of errors 

To what extent are prediction errors 
the result of systematic factors rather 
than purely random? There are several 
kinds of systematic error, the most 
important of which is bias, that is, 
a persistent tendency to underpredict 
or overpredict.8 The degree of bias in 
sample period and post-sample period 
predictions is examined here. 

The quantitative importance of bias 
can be analyzed by decomposing the 
mean square error (MSE) into the bias 
component (F-S)2—that is, the square 
of the average prediction error—and 
the variance of the error around the 
average (S2

P.A): 

MSE=EMSE 2 = (F-A^-T-SV-A 

Table 4 shows, for sample-period 
predictions of selected variables, the 
average prediction error (F-X), the 
standard deviation of the mean predic­
tion error (Sp.J), and the "bias pro­
portion"' of the MSE, that is (F-X)2/ 

8. Two other kinds of systematic errormay be noted. First, 
even if errors are on the average unbiased, it is possible that 
for low values of a variable actuals are underpredicted while 
for high values they are overpredicted, or vice versa. Such 
predictions are said to be inefficient. Another systematic 
factor frequently found in Judgmontal forecasts, is under-
prediction of changes, whether postlve or negative. Under 
estimation of change is not necessarily inconsistent with 
unbiasedness and efficiency. 

MSE. The average error is a direct 
measure of bias which preserves its sign 
(direction) and the bias proportion in­
dicates the importance of bias in the 
total error. Table 5 shows the same 
statistics for post-sample predictions. 

During the sample period, average 
errors for current-dollar GNP and real 
GNP are small for the whole prediction 
horizon and not statistically significant.9 

There is also an absence of significant 
bias in most GNP components, per­
sonal income, corporate profits, the 
implicit deflator for private GNP, and 
the unemployment rate. There is, how­
ever, a significant negative bias in im­
ports for all six quarters. There is also 
a noticeable positive bias in business 
inventory investment, but it is not 
significant at the 5 percent level. Ex­
cept for imports, the bias proportion 
is well under 10 percent. 

The post-sample period errors pre­
sent a marked contrast to those of the 
sample period in respect to bias. (How­
ever, the caution given in footnote 9 
about interpreting the significance test 
for bias applies even more strongly to 
the post-sample than the sample period 
because of the much smaller number of 
observations in the former.) 

Average errors in both current-dollar 
GNP and real GNP are positive and, 
after the first quarter, significantly so 
at the 5 percent level. Moreover, bias 
accounts for a sizable proportion of the 
mean square error. Average errors in 
the private GNP deflator are also 
positive, but are significant only in the 
fifth and sixth quarters. 

All major endogenous GNP compo­
nents begin to show significant positive 
bias at some point within the six-
quarter prediction horizon. For resi­
dential construction and business 
inventory investment, the bias is signif­
icant from the start; for other com­
ponents, it is significant only after the 
second or third quarter. The positive 
bias in imports tends to dampen the 
positive bias in GNP. 

9. The 5-percent level of significance is used, based on the 
t-test, t= (P-5)/ p_j A J-ratio of approximately 2 or more 
indicates that the mean error Is significantly different from 
zero, that is, that bias is significant. It should be noted, how­
ever, that In the present context the significance test is de­
ficient since the observations are not truly independent be­
cause they derive from overlapping predictions. 

On the income side, there is signifi­
cant positive bias in personal income. 
There is negative bias in the unemploy­
ment rate and significant positive bias 
in the private GNP deflator after the 
fourth quarter. 

Turning point errors 

Thus far we have been concerned 
with the quantitative aspect of predic­
tive performance, that is, with the size 
of errors. Of perhaps equal importance 
is the ability of a model to detect well 
in advance changes in the direction of 
economic activity. The degree of re­
liance that can be placed on models to 
anticipate business cycle turning points 
depends on the extent to which they 
incorporate the cyclical dynamics of 
the real world. 

The view of the business cycle that is 
consistent with the structure of most 
econometric models is that the basic 
(nonstochastic) behavior relationships 
in the economy do not result in sus­
tained cycles, but that cycles are in­
duced by interaction, via dynamic lag 
patterns, between that system of rela­
tionships, on the one hand, and random 
shocks to those relationships and to the 
smooth paths of the exogenous vari­
ables, on the other. The theoretical 
foundation for this view was developed 
by Slutsky.10 Its relevance was later 
tested first on an earlier annual U.S. 
modeln and more recently on two 
quarterly models including a version of 
the BEA model.12 In the first study a 
clear similarity was found between 
observed historical cycles and cycles 
simulated by a model "shocked" with 
random disturbances. In the more 
recent study, the similarity was found 
to be somewhat more tenuous. 

Nonstochastic simulations with the 
BEA model and with two other 
quarterly models, made continuously 
over each model's full sample period 
and beyond (i.e., simulations without 

10. Eugen Slutsky, "The Summation of Random Causes 
as the Source of Cyclical Processes," Econometrica, April 1937. 

11. Frank and Irma Adelman, "The Dynamic Properties 
otthe Kleln-Goldberger Model," Econometrica, October 1959. 

12. Victor Zarnowltz, Charlotte Boschan, and Geoffrey H. 
Moore, "Business Cycle Analysis of Econometric Model 
Simulations" in Econometric Models of Cyclical Behavior, 
edited by Bert G. Hickman, Studies in Income and Wealth, 
36, Vol. 1, National Bureau of Economic Research, 1972.. 
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T a b l e ^ . - r B i a s i n Sample Period Predict ions of Major : I t e m s 

[Average errors and standard deviations are in $bIllions, except as otherwise Indicated] 

Table 5.—Bias i n P o s t - S a m p l e Period Predict ions of Major I t e m s 

[Average errors and standard deviations are in SbilHons, except as otherwise indicated] 

Gross national product: 
(F-2> 
S " 

P-X<> 
[(F-X)2/MSE]o 

GNP in 1958 dollars: 
F-X 
s 
P-X 

[(P-X)«/MSE] 
Implicit deflator, private GNP (1958= 

100): 
F-X 
S 
V-J. 

[(F-X)'/MSE] 
Personal consumption expenditures: 

V-J 
S 
V-J 

[ ( F - J P / M S E ] 

Fixed nonresidential investment: 
V-J 
s 
V-J 

[(P-Z)»/MSE) 
Residential structures: 

V-J 
s 
V-J 

[(F-X)»/MSE] 
Change in business Inventories: 

F-X 
S 

F-X 
[(P-X)*/MSE] 

Imports of goods and services: 
P-X 
s 

P-X 
I(P-X)»/MSE] 

Personal income: 
P-X 
s 

P-X 
[ ( P - X ) > / M S E ] 

Corporate profits and inventory valua­
tion adjustment: 

P-X 
s 

P-X 
I(P-X)VMSE] 

Unemployment rate (percent): 
F-X 
s 

P-X 
[(P-X)!/MSE] 

Prediction horizon (quarters) 

10, 

0.53 

.60 

.032 

.32 . 

.46 

.013 

.03 

.02 

.028 

.12 

.25 

.004 

.08 

.13 

.007 

- . 0 5 

.07 

.010 

.41 

.21 

.041 

- . 1 5 

.06 

.081 

.36 

.31 

.033 

.23 

.31 

..014 

- . 0 6 

.04 
.035 

2Q 

0.88 

.83 . 

.029 

.65 

.72 

.013 

.04 

.04 

.018 

.22 

.36 

.018 

.17 

.23 

.011 

- . 1 2 

.14 

.012 

.64. 

.34 

.061 

- .26 

.09 

.131 

.66 

.49 

.045 

.39 

.45 
.018 

- .08 

.06 

.028 

3Q 

0.74 

1.05 
.010 

.30 

.90 

.002 

.05 

.19 

.016 

.34 

.48 

.009 

.32 

.31 

.018 

- . 1 6 

.19 

.013 

•71 

.37 

.064 

- . 3 4 

.11 

.136 

.78 

.62 

.034 

.28 

.58 
.006 

- . 0 9 

.07 

.024 

4Q 

0.49 

1.26 
.003 

- . 1 0 

1,07 
.001 

.07 

.07 

.021 

.37 

.61 

.007 

.43 

.40 

.020 

- .20 

.22 

.014 

.71 

.41 

.052 

- . 42 

.14 

.141 

.69 

.75 

.017 

.25 

.68 

.003 

- .08 

.07 

.015 

5Q 

0.18 

1.42 
:ooo 

- . 7 6 

1.22 
.005 

.06 

.08 

.013 

.26 

.78 

.002 

.45 

.50 

.014 

- . 2 2 

.23 

.016 

.67 

.45 

.038 

- .48 

.16 

.143 

.39 

.86 

.004 

.10 

.76 

.000 

- . 0 4 

.08 

.004 

6Q 

-1.01 

1.57 
.006 

-1.40 

1.36 
.014 

.01 

.10 

.0003 

.01 

.95 
.000 

.39 

.60 

.008 

—.225 

.23 

.017 

.64 

.49 

.029 

- . 5 5 

.18 

.144 

.01 

.99 

.000 

- . 1 4 

.82 

.000 

.00 

.08 

.000 

Gross national product: 
(P-X)« 
g 
. P-Xb 
[(F-X)2/MSE]» 

GNP in 1958 dollars: 
P-X 
S 

P-X 
[(F-X)2/MSE] 

Implicit deflator, private GNP 
(1958=100): 

F-X 
S 

F-X 
[(F-X)2/MSE] 

Personal consumption expenditures: 
F-X 
s 

P-X 
[(F-X)s/MSE] 

Fixed nonresidential Investment: 
P-X 
s 

F-X 
[(F-X)a/MSB] 

Residential structures: 
F-X 
s 

F-X 
[(P-X)a/MSE] 

Change in business Inventories: 
F-X 
s 

P-X 
t(F-X)2/MSE] 

Imports of goods and services: 
F-X 
s 

F-X 
[(F-X)2/MSE] 

Personal income: 
F-S 
s 

F-X 
[(F-X)2/MSE] 

Corporate profits and inventory valuation 
adjustment: 

F-X 
s 

P-X 
[(F-X)2/MSE] 

Unemployment rate (percent): 
F-X 
s 

P-X 
[(F-X)2/MSE] 

Prediction horizon (quarters) 

1Q 

1.38 

.78 

.053 

.48 

.61 

.011 

.01 

.03 

.000 

- . 1 7 

.63 

.002 

.05 

.27 

.001 

1.07 

.09 

.721 

.73 

.36 

.058 

.25 

.48 

.005 

.73 

.42 

.050 

.36 

.28 

.028 

- . 0 1 

.03 

.002 

2Q 

5.10 

1.31 
.215 

3.04 

1.00 
.141 

.04 

.05 

.010 

.59 

.92 

.007 

.59 

.45 
.030 

2.63 

.15 

.852 

2.00 

.41 

.300 

.67 

.61 

.030 

3.46 

.93 

.197 

1.03 

. .41 
.104 

- . 23 

.05 

.349 

3Q 

9.38 

2.12 
.259 

6.96 

1.59 
.201 

.12 

.08 

.038 

2.30 

1.42 
.045 

1.98 

.61 

.160 

3.41 

.13 

.918 

3.14 
I 

.44 

.478 

1.41 

.51 

.119 

6.95 

1.62 
.272 

1.30 

.63 

.072 

- . 6 0 

.08 

.557 

4Q 

12.84 

2.65 
.295 

8.31 

1.84 
.268 

.17 

.09 

.059 

4.12 

1.76 
.090 

3.30 

.76 

.253 

3.57 

.10 

.962 

3.76 

.54 • 

.461 

1.87 

.62 

.140 

10.23 

1.98 
.323 

1.18 

.70 

.049 

- . 7 5 

.10 

.651 

5Q 

16.31 

3.06 
.337 

9.78 

1.99 
.303 

.43 

.11 

.205 

6.50 

2.06 
.152 

5.11 

.97 

.334 

3.35 

.13 

.927 

4.00 

.47 

.567 

2.60 

.61 

.249 

13.60 

2.42 
.361 

1.32 

.73 

.056 

- . 9 7 

.12 

.711 

6Q 

18.66 

3.24 
.373 

9.18 

1.94 
.286 

1.01 

.15 

.447 

8.90 

2.22 
.224 

6.81 

1.11 
.404 

3.14 

.14 

.900 

3.40 

.41 

.551 

3.54 

.55 

.423 

16.38 

2.66 
.404 

1.06 

.73 

.037 

-1 .08 

.12 

.734 

o Average prediction error. 
6 Standard deviation of average piediction error. 
c Bias propoition (square of average en or as a proportion of mean square error). 

a Average piediction error. 
b Standard deviation of average prediction eiror. 
c Bias pioportion (square of average enor as a proportion of mean square error). 
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random shocks), show that the models 
tend to replicate well the first actual 
business cycle in the period being 
simulated but to follow only weakly 
the contours of subsequent cycles, or to 
miss turning points altogether.13 This 
happens in part because the shocks that 
are reflected in the lagged endogenous 
variables that define the initial con­
ditions damp out over time, and so, 
accordingly, does the cyclical behavior 
of the model since it receives no further 
shocks other than erratic changes in the 

. exogenous variables. 
The above theoretical and empirical 

evidence leads us to expect that for 
short prediction horizons models may 
do reasonably well in predicting turning 
points. The panels in chart 10 show 
actual paths of real GNP in the vicinity 
of specific cyclical turning points in 
real GNP, and predicted paths using 
the BEA model. Three six-quarter simu­
lations were run in the vicinity of each 
turning point. A turning point (down­
turn or upturn) is defined to be the 
quarter following a peak, or trough in 
real GNP. The simulations were initi­
ated from one, two, and three quarters 
before the turning point. The turning 
points include four upturns beginning 
with that of 1954 and three downturns 
beginning with that of 1957. All the 
recessions and recoveries, except the 
most recent one, occurred within the 
sample period.. 

A summary tabulation showing the 
degree of the model's success in identi­
fying turning points and the extent of 
mis timings is given in table 6. As one 
might expect, the proportion of mis­
timed turning point predictions in­
creases with the interval between the 
initial quarter and the turning point. 
For all predictions, approximately two-
thirds of the turning points are cor­
rectly predicted. Among the eight cases 
which do not show the correct timing, 
predicted turning points are off by more 
than one quarter in only two cases. 

The upturn in 1954-III is well repli­
cated by the model. Each simulation 
correctly predicts the upturn quarter 
and follows the actual path of real GNP 
quite closely. Predictions of the down-

SUEVEY OF CUEEENT BUSINESS 

turn in 1956-IV and the upturn in 
1958-11 are not nearly as good. While 
the changes in direction of real GNP 
are recognized in all six simulations, 
those beginning more than one quarter 
before the downturn and that beginning 
three quarters before the upturn pre­
dict the respective turning points one 
quarter early. More important, the 
depth of the 1957-58 recession is badly 
underestimated. 

The 1960-11 downturn is predicted 
by all three simulations begun prior to 
it, despite the relative mildness of that 
recession. However, the model depicts a 
shorter recession than actually oc­
curred. In all simulations except the 
one beginning one quarter before the 
upturn, an early upturn is predicted. 

The moderate downturn in 1969-IV 
is correctly predicted in each of the 
downturn simulations. However, the 
upturn in 1970-11 is predicted with a 
lag by each of the three simulations 
related to it. The simulation beginning 
from 1970-1 does show a slight gain for 
1970-11, but that is followed by two 
quarters of further decline so that it 
cannot be regarded as a genuine upturn 
prediction. Nevertheless, the simula­
tions do follow broadly the contour of 
the actual economy. (It should be noted 
that the sharp temporary dip in 1970-
IV is associated with the General 
Motors strike, and is unrelated to the 
recession; no allowance was made for 
strike effects in these simulations.) u 

Forecasting Errors: 1966-71 
Forecasts using the BEA quarterly 

model, beginning with the version pub­
lished in 1966, have been made regularly 
with horizons of four or more quarters. 
From these forecasts summary error 
statistics have been compiled for the 

August 1973 

Table 6.—Prediction o f T u r n i n g Po in t s i n 
Real GNP 

13. Ibid., Section 3. 

14. Zarnowitz, Boschan, and Moore (op. cit.), examined 
not only the detection of turning points, but also the degree 
to which simulations in the vicinity of cyclical turning points 
replicate, for such business cycle indicators identified by the 
National Bureau of Economic Research as occur in the 
models, the lead-lag relationships typical of the actual behav­
ior of those indicators. They conclude that models have a 
bias toward leads. For the BEA model, they find that "most 
of the simulated leading and coinciding series lead [actual 
turns], while lagging series show a tendency to coincide" 
(Ibid., p . 341). One must emphasize the tentativeness of 
this finding, however, since the period covered by the model 
runs is short relative to tho time span that forms the basis 
of the N B E R ' s classification of Indicators. 

Date of turning point* 

1954-IH (TJ). 
1957-IV (D) . 
1958-H (U)_. 
1960-n (D) . . 
1961-11 (TJ)._ 
1969-IV (D) . 
1970-11 (U)._ 

of Relative number 
successes 

Turning point missed by 
1 quarter . 

Turning point missed by 
2 quarters 

Turning point missed by 
3 or more quarters 

Number of quarters 
from Initial quarter to 

turning point 

Successes(O) or failures 
(X) 

0 
0 
0 
0 
0 
0 
X 

6/7 

0 

0 

1 

0 
X 
o 0 
X 
0 
X 

4/7 

2 

1 

0 

3/7 

4 

0 

0 

All 
simu­
lations 

13/21 

6 

1 

1 

*0=Uptu rn , D=Downturn. 

period 1966-1 through 1971-II.15 The 
historical record does not represent a 
set of values generated by a constant 
forecasting mechanism. Eather, it rep­
resents the experience of a team using 
an evolving econometric model. The 
model structure has been changed con­
tinually in both major and minor ways 
and was periodically reestimated, and 
each forecast was made with the latest 
version. There is also, a lack of exact 
consistency among forecasts in the 
degree of exogeneity and in the choice 
between expectations-based and endog­
enous variants of fixed nonresidential 
investment equatdons. 

Before turning to an examination 
and evaluation of forecasting perform­
ance, we first explain the role of judg­
mental elements (other than the fore­
casting of exogenous variables) in model 
forecasting. Also, two methodological 
problems involved in compiling fore­
cast errors and their solution are.dis­
cussed. 

Judgmental elements in forecasting 

I t is possible to generate model fore­
casts mechanically, just as was done in 
the case of the predictions, simply by 
"plugging in" the necessary exogenous 
variables over the forecasting horizon, 
perhaps adding formula-based constant 
adjustments, and solving the model 

15. This quarter is set as the cutoff point primarily because 
the new price and wage policy, beginning with the freeze 
Imposed on August 15,1971, introduced an important struc­
tural change that was not anticipated. 
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sequentially for the desired period. To 
most practitioners of econometric fore­
casting, however, such a procedure ap­
pears i nadequa t e .A model can be a 
powerful aid to forecasting, bu t i t 
should not be a straightjacket. Most 
experienced model forecasters exercise 
considerable control'over their model's 
output b y departing from mechanical 
procedures. Such departures are based 
on internal information (nature of past 
equation residuals), external informa­
tion (knowledge about the economy 
t h a t is no t incorporated in the model 

structure or. is inconsistent with pre­
liminary model outputs), or judgmental 
restrictions on the outputs. 

. Judgmental elements (other than 
projections of exogenous variables) are 
usually introduced by using constant 
adjustments that do not rest on a for­
mula. Such adjustments are. mostly 
made prior to running a forecast. The 
following are specific reasons—based on 
internal or external information—why 
such prior adjustments' are made : 
First, the recent pattern of residuals 
may not suggest the "decay" process 

given by the formula. For instance, one 
would obviously not want to use the 
formula employed in the post-sample 
predictions if recent residuals show a 
clear trend; rather, one would tend to 
continue the trend in the adjustments. 
Second, there may be special factors 
which explain the most recent residuals, 
but which are not relevant to the fore­
cast period or are relevant in a spe­
cial way. Third, the forecaster may 
know about an impending circum­
stance, either as a certainty or as a 
substantial possibility, which calls for 

Cyclical Turning Points in Real GNP 
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special adjustment; or he may regard 
certain factors that are not incorporated 
into the model structure as relevant 
during the period of forecast. Examples 
are: legislation having some future effect; 
a strike threat which is expected to 
lead to certain kinds of anticipatory 
behavior; the direct effects of a strike 
on production; the effect on consump­
tion of a large and prolonged decline in 
stock prices. 

There is one kind of external informa­
tion in response to which adjustments 
are (normally) made only after an 
initial run is obtained. Since the first 
quarter covered by each forecast is 
usually well in progress at the time of 
making a forecast, there is partial in­
formation already available on develop­
ments in that quarter. Thus, if model 
outputs obviously conflict with what is 
indicated by the partial data, the dif­
ferences become a basis for making 
further adjustments. 

After making adjustments based on 
objective information, the forecaster 
may still decide that certain outputs 
are "unreasonable," and he might, 
therefore, make further adjustments. 
What constitutes "reasonableness," 
that is, a valid basis for imposing a 
judgmental constraint on a model's 
output, is a moot philosophical issue. 
As a practical matter, judgmental 
modifications are introduced, for ex­
ample, when predicted changes are 
strikingly large or small compared to 
past changes or when certain ratios 
are well outside their historical range. 
I t should be emphasized that we have 
tried to refrain from making judgments 
about global or summary magnitudes, 
such as total GNP or the price level, 
but rather have confined them to 
specific items, such as components of 
GNP, and to notions of "consistency" 
among variables.16 

16. This assertion contradicts the following conclusion 
based on a study of BEA(OBE) and Wharton model fore­
casts by Yoel Haitovsky and George Treyz: "We find that 
there is reason to believe that in the first quarter of the 
forecast, both the values chosen for the exogenous variables 
and the discretionary constant adjustments were influenced 
by interaction between the forecaster and the model forecast 
and that this interaction improved... first quarter forecasts 
[of GNP]" ("Forecasts with Quarterly Macroeconometrlc 
Models, Equation Adjustments, and Benchmark Predic­
tions," Review of Economics and Statistics, August 1972, p. 
320). This statement suggests that the forecasters system­
atically adjust constants in such a way as to offset the effect 
of errors In the exogenous variables on the forecasts of GNP. 

At times certain behavioral relation­
ships break down. to such an extent 
that it becomes easier to substitute 
extraneous estimates: of certain varia­
bles for endogenously determined values 
than to try to modify the results by 
constant adjustments. This has, for 
instance, sometimes been the case with 
housing starts. Another example: Equa­
tions based upon past market deter­
mination of wages and prices become 
inappropriate if price-wage policies such 
as those initiated in August 1971 are 
effective in modifying price and wage 
behavior. 

Selection of forecasts and computa­
tion of errors 

We have frequently made more than 
one forecast during a quarter because 
of significant data revisions, new data 
on the quarter in progress, or other new 
information calling for the modification 
of previously made assumptions. More­
over, we have often presented alterna­
tive versions of a forecast incorporating 
alternative assumptions about policy-
decisions or about the occurrence of 
some exogenous future event, such as 
a strike, or alternative time paths of 
certain exogenous variables about which 
there was considerable uncertainty. 
Also, in some instances where it ap­
peared unlikely that certain endogenous 
variables would turn out as predicted 
by the model, alternative forecasts, 
making these variables exogenous, were 
run. 

For the purpose of analyzing forecast 
errors, only one forecast made in each 
quarter has been selected. The prin­
ciples underlying the selection were as 
follows: First, wherever possible, the 
forecast chosen was one made after the 
final national income and product 
account estimates for the previous 
quarter had been completed, but before 
substantial two-month information for 
the current quarter was becoming 
available, i.e., roughly between the 
fifteenth day of the second month of 
the quarter and the tenth day of its 
third month. Second, if a given forecast 
had versions with differing degrees of 
endogeneity, that with the maximum 
endogeneity was selected. Third, where 

more than one fiscal policy or. strike 
variant was available, the variant 
whose assumption most closely .ap­
proximated the actual subsequent event 
was selected. 

The periodic revision of data creates 
a problem for the measurement of 
forecasting error, but one which can be 
essentially overcome. It is assumed 
that revised data are more accurate 
than preliminary data and hence are 
a more appropriate basis against which 
to evaluate forecasts. Since the initial 
conditions and the data being forecast 
tend to be revised in the same direction, 
some kind of adjustment of the forecast 
for revisions in the initial conditions 
is warranted. (When a forecast horizon 
extends over the time of the annual 
(July) revisions of the national income 
and product accounts, unrevised data 
for the final quarters of the forecast 
horizon that are comparable to the 
unrevised initial conditions do not 
even exist.) 

On the assumption that forecasting 
accuracy is to be judged on the basis of 
cumulative changes from the initial 
levels, the solution to this problem is 
straightforward for a linear system: 
To compute the adjusted error for any 
variable in period t+i, where t denotes 
the initial period, calculate the ad­
justed forecast level in t+i by adding 
the cumulative change originally fore­
cast from t to t+i to the revised initial 
level; the revised actual level in t-\-i is 
then subtracted from the adjusted 
forecast level: 

Gt+t—Ft+i -A-l+i 

= (Ar
t-F?+i-A?)-Al+{, 

where et+i is the adjusted error, A and F 
are actual and forecast values, and the 
superscripts r and u indicate revised 
and unrevised values respectively. 

In a nonlinear system, such as the 
BEA model, this approach can lead to 
inconsistent errors. For example, the 
adjusted forecast level of a current-
dollar GNP component in t+i is, in 
general, not precisely the same when 
current-dollar values are used directly 
as it is when the separately forecast 
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real GNP components and implicit 
price deflators are used. However, over 
relatively short forecasting horizons 
the inconsistency is not, likely to be 
serious. Thus, the approach described 
above was used to calculate adjusted 
error, following the convention that the 
adjustment is applied directly in each 
case to the variable that is the subject 
of error measurement., 

The plan for the remainder of this 
section is as follows: First, RMSE and 
bias statistics for ex-ante (i.e., actual) 
forecasts are presented. Errors in ex-
ante forecasts are then compared with 
errors in post-sample predictions. Next, 
errors in ex-ante forecasts are compared 
with errors in corresponding "ex-post" 
forecasts (adjusted ex-ante forecasts 
with actual values of exogenous variables 
substituted for the forecast values) in 
order to determine the effect of errors 
in forecasting exogenous variables. Fi­
nally, after a brief discussion of the 
problems of evaluating forecasting per­
formance, comparisons are made 
between errors in the ex-ante forecasts 
and those based on extrapolation using 
autoregressions as "naive" benchmarks. 

Size of errors in ex-ante forecasts 

Table 7 shows root mean square errors 
for major variables from ex-ante fore­
casts with horizons up to six quarters. 
As is indicated in the first line of the 
table, the number of forecasts. is not 
constant for the various horizons, but 
diminishes as the horizon lengthens. 

The RMSE's show a general tend­
ency to rise as the horizon lengthens, as 
they did in the case of the predictions. 
(A falling off in the RMSE's for many 
of the items in the table in the sixth 
quarter may simply reflect the fact that 
only five of the 22 forecasts are repre­
sented for that horizon.) As in the case 
of the predictions, there is a tendency 
for offsetting errors among GNP com­
ponents. Moreover—and' this is a new 
feature—there is a very strong off­
setting of errors between real GNP and 
the price level (represented by the 
private GNP deflator), resulting in only 
moderate errors in current-dollar GNP. 
As shown below, forecast errors in these 
v a r i a b l e s show b ias in o p p o s i t e 
directions. 

SURVEY OF CURRENT BUSINESS 

Errors in personal consumption ex­
penditures and in business inventory 
investment are heavy contributors to 
errors in current-dollar GNP forecast 
one quarter ahead. Errors in forecast­
ing consumer purchases of autos and 
parts (shown only in 1958 dollars in the 
table) account for a major portion of 
the errors in forecasting total personal 
consumption expenditures, despite the 
fact that autos and parts purchases are 
only about one-tenth of the total. 
Errors in fixed nonresidential invest­
ment and imports become prominent 
by the fifth quarter. 

The RMSE's for each of the two 
main exogenous components of GNP— 
exports and government purchases— 
are also substantial, but the RMSE for 
the sum of the two components is 
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considerably less than the sum of the 
separate RMSE's, reflecting substantial 
offsetting of errors. The size of errors in 
the sum of government purchases rela-. 
tive to that of errors in total GNP 
diminishes as the forecast horizon 
lengthens. 

Forecast errors in personal income 
increasingly dominate those in cor­
porate profits as the forecast horizon 
lengthens. In percentage terms (not 
shown), however, RMSE's for cor­
porate profits are uniformly larger. 
Bias 

As noted above, errors in forecasts of 
current-dollar GNP are moderated by 
offsetting errors in forecasts of prices 
and real GNP. This offsetting reflects 
a positive bias in forecasts of real GNP 
and a substantial negative bias in 

Table 7.—Root M e a n Square Errors of Selected Variables: Ex-ante Forecasts (1966-1-
1971-11) 

Number of observations. 

Billions of dollars: 

Gross national product 
Change in GNP 
Personal consumption expenditures... 
Fixed nonresidential investment 
Besidential structures 
Change in business inventories 
Exports of goods and services*.. 
Imports of goods and services 
Government purchases of goods and services*. 

Exports plus government purchases* 

Personal income 

Corporate profits and inventory valuation adjustment. 

Billions of 1958 dollars: 

Gross national product 
Personal consumption expenditures 

Automobile and parte 
Nonauto durables : 
Nondurables— , 
Nonhousing services.. 
Housing services 

Fixed nonresidential investment. 
Besidential structures 
Change in business inventor ies-
Merchandise imports** 
Services imports, nondefense**... 

Miscellaneous variables: 

Implicit price deflator, private G N P (1958=100). 
Wages per private employee (dollars per year ) . . . 
Index of private output per manhour (1958=100)* 

Civilian labor force (millions) 
Employed 

Unemployment rate (percent).. 

Average yield on 4-6 months commercial paper (percent) -
Average yield, corporate bonds (percent) 

Gross national product 
GNP in 1958 dollars 
Implicit deflator, private G N P -

Forecast horizon (quarters) 

1Q 2Q 

22 

2.91 
2.94 

3.93 
1.67 
1.14 
3.78 
1.70 
1.84 
1.86 

2.24 

2.69 
2.74 

2.89 
2.54 
1.60 
.70 

2.14 
.75 
.23 

2.48 
.77 

3.42 
1.67 
.48 

.44 
41.2 

.97 

.28 

.29 

.13 

.47 

.23 

21 

8.67 
6.00 

6.80 
2.84 
1.78 
4.15 
2.14 
2.52 
2.83 

3.13 

6.02 
4.29 

5.61 
4.29 
2.58 
.85 

1.91 
1.22 
.37 

2.35 
1.19 
3.81 
1.76 
.70 

.75 
56.6 
1.34 

.45 

.49 

.37 

.52 

3Q 4Q 

20 

10.80 
5.60 

9.32 
3.18 
2.53 
4.19 
2.29 
3.12 
3.62 

3.98 

9.19 
5.16 

8.78 
6.01 
2.87 
1.26 
2.78 
1.62 
.50 

2.46 
1.86 
3.64 
2.19 

1.16 
87.2 

1.92 

.61 

1.32 
.82 

18 

15.27 
7.60 

11.87 
4.34 
3.38 
4.77 
2.52 
3.84 
5.05 

4.87 

13.16 
6.47 

11.94 
7.35 
3.50 
1.73 
3.62 
1.92 
.63 

3.45 
2.46 
4.43 
2.51 
1.11 

1.63 
129.6 

2.53 

.59 

.78 

.53 

1.85 
1.08 

5Q 

16.95 
7.42 

12.09 
5.68. 
3.24 
3.86 
3.40 
5.19 
4.46 

3.65 

18.43 
10.26 

15.84 
7.86 
3.50 
1.71 
2.78 
2.62 
.64 

3.87 
2.06 
3.48 
2.70 
1.38 

2.64 
126.5 

3.29 

1.03 
1.04 
.74 

2.34 
1.41 

6Q 

15.48 
6.94 

11.59 
5.02 
3.64 
2.00 
3.18 
5.98 
4.94 

4.19 

18.76 
8.56. 

17.27 
9.50 
4.57 
1.76 
3.28 
3.07 
.82 

2.24 
1.81 
2.55 
1.20 

2.47 
113.1 

3.92 

1.11 
.99 
.84 

2.46 
1.58 

Root Mean Square Percentage Errors 

.95 
1.05 
.89 

1.13 
1.23 
1.10 

1.10 
1.41 
1.34 

1.10 
1.46 
1.43 

•Exogenous. 
"Based on forecasts since April 1967 only. 
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Table 8.—Bias in Ex-ante Forecasts for Major I t e m s 

[Average errors and standard deviations are in Sbllllons, except as otherwise indicated] 

Gross national product: 

(F-A> 

s 
[(F-X) a/MSE] • 

GNP in 1958 dollars: 

P-X 
S 

V-J 
[(P-X) a/MSE] 

Implicit deflator, private GNF: 

P-X 
s 

P-X 
[P-X) »/MSE] 

Personal consumption expenditures: 

P-X 

s 
P-X 

[(P-X) a/MSE] 
Fixed nonresidential investment: 

P-X 

s 
V-J 

[(P-X) VMSE] 
Residential structures: 

P-X 
S 

P-X 
[(P-X) a/MSE] 

Change in business inventories: 

P-X 
s 

P-X 
[(P-X)»/MSE] 

Exports & government purchases*: 

P-X 
S 

P-X 
[(P-X) a/MSE] 

Imports of goods and services: 

F-X 

s 
[(P-X) a/MSE] 

Personal income: 

F-X 

s 
P-X 

[(P-X) a/MSE] 
Corporate profits and inventory valuation adjustment: 

V-J. 
B 

V-J 
[(P-X) a/MSE] 

Unemployment rate (percent): 

V-J 
s 

V-J 
[(F-X) a/MSE] 

Forecast horizon (quarters) 

1Q 

-0.90 

.98 

.086 

1.42 

.84 

.235 

- . 3 2 

.10 

.465 

- .49 

1.29 
.016 

- . 1 6 

.55 

.009 

- .39 

.36 

.117 

- . 51 

1.25 
.018 

- . 44 

.73 

.038 

- .85 
.54 

.213 

-1.46 

.75 

.294 

.57 

.89 

.043 

- . 02 

.04 

.028 

2Q 

-1 .60 

2.16 
.058 

2.38 

1.69 
.183 

- . 5 4 

.17 

.482 

- . 0 6 

2.27 
.000 

- . 1 3 

.95 

.002 

- . 7 1 

.54 

.159 

- . 7 7 

1.36 
.034 

-1.40 

.93 

.200 

-1 .56 
.66 

.383 

-3 .05 

1.73 
.257 

1.71. 

1.36 
.095 

- . 0 0 

.12 

.000 

3Q 

-1.77 

3.65 
.028 

4.57 

2.49 
.274 

- . 9 0 

.22 

.634 

- . 3 0 

3.10 
.001 

- .36 

1.05 
.012 

- . 8 0 

.80 

.100 

- .08 

1.40 
.000 

-2.20 

1.11 
.306 

-2.20 
.74 

.497 

-4.46 

2.62 
.266 

2.78 

1.45 
.290 

- . 0 6 

.12 

.024 

4Q : 

-3 .07 

4.98 
.041 

6.24 

3.40 
.270 

-1.24 

.36 

.649 

-1.33 

3.93 
.013 

-1.76 

1.32 
.164 

- . 8 1 

1.09 
.057 

.09 

1.69 
.000 

-2.95 

1.29 
.367 

-2.78 
.88 

.524 

-8.05 

3.47 
.374 

3.95 

1.71 
.373 

- . 1 2 

.17 

.001 

5Q 

-7 .02 

5.15 
.171 

9.28 

4.27 
.345 

-2.28 

.20 

.934 

-7.63 

3.15 
.388 

-2.65 

1.67 
.218 

- . 4 6 

1.07 
.020 

.47 

1.28 
.015 

-1.55 

1.10 
.180 

-4.86 
.61 

.877 

-14.11 

3.95 
.586 

5.34 

2.92 
. .371 

- .17 

.24 

.054 

6Q 

-2.48 

5.09 
.026 

13.46 

3.59 
.611 

-2.64 

.35 

.856 

-5.60 

3.38 
.233 

-2.58 

1.43 
.264 

- . 6 4 

.85 

.059 

1.16 

.54 
-•• .336 

- . 1 4 

1.40 
.001 

-5.96 
.16 

.993 

-13.60 

4.23 
.535 

5.62 

2.15 
.431 

- . 4 2 

.24 

.248 

» Average prediction error. 
>> Standard deviation of average prediction error. 
» Bias proportion (square of average error as a proportion of mean square error). 
•Exogenous. 

forecasts of the deflator, as can be seen 
in table 8 (comparable to tables 4 
and 5). The bias in the real GNP 
forecasts becomes significant at the 
5 percent level after the fourth quarter. 
For the deflator, bias is significant for 
all quarters. 

The positive bias in ,the real GNP 
forecast errors reflects a positive, 
though not significant, bias in the fore­
cast errors for real personal consump­
tion expenditures and a strong negative 
bias in forecast errors for real mer­
chandise imports (not shown in the 
table). In current dollars, there are 
large and significant negative errors in 
total imports, while the sum of the two 
main exogenous variables (exports and 
government purchases) also has a 
negative mean error for all quarters 
with bias significant in the third and 
fourth quarters. On the income side, a 
strong negative bias in the personal 
income errors is partly offset by a 
positive, but marginally significant, 
bias in corporate profits. Errors in the 
unemployment rate show no significant 
bias. 

The source of bias in forecasting 
errors is not clear. However, through 
a systematic decomposition of errors by 
sources of error—which we intend to 
undertake in the near future—we can 
identify equations that are critical in 
producing bias and make adjustments 
that tend to eliminate it. Reduction of 
bias, of course, serves to reduce the 
size of errors. 

Ex-ante forecasts versus post-sample 
predictions 
The ex-ante forecasts reviewed in this 

article differ from the post-sample 
predictions in the following ways: 
(1) The forecasts cover a longer time 
period; (2) they incorporate a mixture 
of model versions and a somewhat 
varying degree of exogeneity; (3) they 
use judgmental projections of exog­
enous variables rather than actual 
values; (4) they embody many judg­
mental (in place of mechanical) con­
stant adjustments; (5) they use un­
revised rather than revised data as 
initial conditions. 

Because of the multiplicity of differ­
ences, it is difficult to compare error 
statistics from the two sets of runs in a 
meaningful way. It is also hazardous to 
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generalize from them because of the 
extreme shortness of the period covered 
by the post-sample predictions. Having 
both' sets of results, however, makes a 
comparison between them irresistible, 
and we shall try to draw such tentative 
inferences as we can. 

Comparison; of table 7 with table 2 
reveals that for both current-dollar 
GNP and real GNP, RMSE's of the 
ex-ante forecasts are in almost all cases 
smaller than the RMSE's of the post-
sample predictions. For current-dollar 
GNP, the comparative sizes of the 
errors reflects primarily the fact that 
offsetting biases between price and 
output errors occur in the forecasts, 
but not in the predictions. 

RMSE's'f or components of real GNP 
are also generally smaller in the fore­
casts. However, the relative composi­
tion of errors is broadly similar in the 
two cases; in the case of the forecasts, 
errors in personal consumption expendi­
tures dominate those in total GNP to a 
somewhat greater extent. 

Errors in the private GNP deflator, 
besides being negatively biased, are 
substantially larger in the forecasts 
than in the predictions. For horizons up 
to five quarters, the root mean square 
percentage errors are almost twice as 
large. 

Forecast errors in the unemployment 
rate are smaller than those in the pre­
dictions, a result that is consistent with 
the smaller errors in real GNP. Errors 
in forecasting both short- and long-
term interest rates are generally much 
larger than in the predictions. This 
stems in large part from failure to 
forecast correctly changes in the dis­
count rate, which is exogenous and 
which has a strong impact on the short-
term rate and an indirect and weaker 
short-run impact on the long-term rate. 

In order to remove, at least for the 
aggregative output and price variables, 
differences between forecasts and post-
sample predictions that are due to the 
difference in the time period covered, 
RMSE's for these variables were also 
computed for the subset of forecasts 
covering the same period (1969-1 to 
1971-11) used for the predictions. Table 
9 shows these RMSE's for current-
dollar GNP, real GNP, and the implicit 
private GNP deflator. The same general 

Table 9-—Root'Mean S q u a r e E r r o r s of Selected V a r i a b l e s : Ex-ante F o r e c a s t s Versus P o s t 
S a m p l e P r e d i c t i o n s (1969-1—1971-11) 

Gross national product (billions of dollars): 

Ex-ante forecasts 

Post-sample predictions -

Gross national product (billions of 1958 dollars) 

- Ex-ante forecasts 

Post-sample predictions.. -

Implicit deflator, private GNP (1958=100): 

Ex-ante forecasts 
Post-sample predictions 

Forecast or prediction horizon (quarters) 

1Q 2Q 3Q 4Q 5Q 

2.07 
6.01 

2.37 
4.56 

.51 

.27 

4.87 
11.01 

5.65 
8.11 

.87 

.44 

5.40 
18.42 

9.22 
13.28 

1.32 
.61 

5.51 
23.63 

13.26 
16.06 

1.85 
.70 

8.88 
28.08 

18.40 
17.78 

2.45 
.95 

6Q 

9.9^ 
30.5 

20.84 
17.16 

3.16 
1.51 

pattern emerges as in the comparison of 
the full set of forecasts with the predic­
tions. For current-dollar GNP, RMSE's 
in the subset of forecasts are smaller 
than in the the full set, averaging only 
about one-third as large as in the pre­
dictions. After the first quarter, real 
GNP errors are larger in the subset of 
forecasts than in the full set, and are, 
therefore, closer to the prediction errors; 
in the fifth and sixth quarters they are 
greater. Price errors are generally some­
what greater in the subset of forecasts 
than in the full set, and thus show an 
even wider margin over the price errors 
in the post-sample predictions. There 
is evidently more offsetting of errors 
between real output and the price level 
in the 1969-71 subset of forecasts than 
in the full set. 

The relatively poor performance of 
the forecasts of the price level, as com­
pared with the predictions, is largely 
explained by bigger errors in produc­
tivity (output per man-hour) in the 
forecasts than in the predictions (judg­
ing from comparisons based on the full 
set of forecasts). Another possible 
explanatory factor is that a recently 
introduced method of solving for the 
price level, which has been shown to 
reduce errors,17 was used in all of the 
predictions, but in only the last few of 
the forecasts. Errors in the private 
sector wage rate—the other element of 
unit labor cost, which is the main 
determinant of the price level—are 
somewhat smaller in the forecasts than 
in the predictions. 

The reason why errors in real GNP 
are smaller in the ex-ante forecasts 
than in the post-sample predictions is 
less obvious. The above comparisons do 
not indicate offsetting of larger errors 
among components of real GNP; nor 
do the results of the next section 
show substantial offsetting between 
errors in exogenous variables and model 
prediction errors. A likely explanation— 
though a tentative one—is that judg­
mental adjustments have contributed 
to forecasting accuracy, at least for the 
first few forecast quarters.18 

Ex-post versus ex-ante forecasts 
The main judgmental element in 

econometric forecasting is the projec­
tion of exogenous variables. It is thus of 
interest to determine whether errors in 
these projections have worsened the 
accuracy of the GNP forecasts, and if 
so, to what extent. This can be ascer­
tained by repeating forecasts made in 
the past with all inputs other than the 
exogenous variables kept intact; for 
the latter, the actual values are used. 
This type of repetition of past ex-ante 
forecasts is called ex-post forecasting. 

What cannot be done, unfortunately, 
is to update the judgmental elements in 
the constant adjustments—that is, de­
partures from mechanical adjustments 
—in accordance with data revisions and 

17. Albert A. Hirsch, "Price Simulations with the OBE 
Econometric Model," In Econometrics of Price Behavior, 
edited by Otto Eckstein, Board of Governors of the Federal 
Reserve System, 1972. 

18. This inference is corroborated by evidence in the study 
by Haitovsky and Treyz (op. cit.). For both the BEA and 
Wharton Model forecasts that are analyzed, the forecasts of 
current-dollar GNP, real GNP. and the unemployment rate 
are generally poorer when the judgmental constant adjust­
ments are replaced by mechanical adjustments (but the ex-
ante exogenous variables are used). We are undertaking a 
more intensive investigation of the role of different kinds 
of judgment in forecasting and we will report the results 
when more observations become available. 
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Table 10.—Root Mean Square Errors: Ex ante versus Ex-post Forecasts (1967-11—1971-11) 

Number of observations 

Gross national product (billions of dollars): 
Ex-ante 
Ex-post.. — 

Gross national product (billions of 1958 dollars) 
Ex-ante J 
Ex-post 

Implicit deflator, private GNP (1958-100): 
Ex-ante 
Ex-post 

Unemployment rate (percent): 
Ex-ante 
Ex-post 

Forecast horizon (quarters) 

1Q 

17 

2.45 
3.82 

2.59 
2.61 

2Q 3Q 

16 

7.08 
9.43 

5.92 
6.61 

.78 

.76 

.29 

.35 

15 

10.98 
14.58 

9.11 
10.24 

1.23 
1.20 

.42 

.55 

4Q 

14.95 
19.11 

12.23 
13.42 

1.78 
1.79 

.59 

.72 

5Q 

17.: 
14.: 

.81 

«Q 

17.27 
18.41 

18.74 
14.69 

3.12 
3.79 

.94 

.85 

ex-post knowledge of special factors. 
The problem is that this would have to 
be done in a way that is not prejudiced 
by the actual outcome of the data being 
forecast. Putting it in another way, so 
far as the constant adjustments are 
concerned, we cannot disentangle the 
uncertainty of the forecaster's judg­
ment from the "uncertainty" (i.e., 
purely stochastic elements) inherent in 
the model. Thus, in our effort to remove 
errors of judgment, we are limited to 
the removal of errors in projecting exo­
genous variables. 

Reference has already been made to 
the study by Haitovsky and Treyz of 
ex-ante and ex-post forecast errors in 
the BEA and Wharton models (footnote 
14); the period covered for the BEA 
model in that study is 1967-111 through 
1969-111. I t has not been possible to 
replicate forecasts made prior to 1967-
III, but results of the forecasts covering 
1969-IV through 1971-11 have been 
added. Thus, ex-post forecasts can be 
examined for all but the first five of the 
full set of ex-ante forecasts. 

In the ex-post forecasts, values of the 
exogenous variables were determined by 
linking changes in them, as measured 
by data now available, to the initial 
levels used in the ex-ante forecasts. 
Adjusted errors in the endogenous 
variables were then computed in the 
same way as described for the ex-ante 
forecasts. Table 10 compares root 
mean square errors in current-dollar 
GNP, real GNP, the private GNP 
deflator, and the unemployment rate 
for this set of ex-post forecasts with 

those of the corresponding ex-ante 
forecasts. 

The results are mixed. Forecasts of 
current-dollar GNP are uniformly and 
substantially poorer ex-post. We have 
not compiled all the necessary data to 
determine precisely why this rather sur­
prising result occurs. As in the case of 
the analogous superiority of ex-ante fore­
casts over post-sample predictions of 
current-dollar GNP, it must result from 
offsetting errors. In this instance, how­
ever, the offsetting occurs between 
errors in the exogenous variables and 
the errors in the model equations. For 
real GNP, RMSE's of ex-post forecasts 
are only slightly worse in the first four 
quarters and are substantially bettrr in 
the fifth and sixth quarters. The 
R vISE's for the ex-post and the e: -ante 
forecasts of the private GNP deflator 
are almost identical until the sixth 
quarter. Ex-post forecast errors in the 
unemployment rate are slightly larger 
until the sixth quarter, primarily re­
flecting the larger ex-post errors in real 
output. 

While there are no formal hypothesis 
tests to ascertain whether the differ­
ences between ex-ante and ex-post fore­
cast errors are statistically significant, 
the small differences for variables other 
than current-dollar GNP and the small 
number of degrees of freedom strongly 
suggest that the differences are not 
significant. 

Further evaluation of forecasting 
performance 

Comparisons have been made be­
tween ex-ante forecast errors and pre­

diction errors andbetweeniex-ante and 
ex-post forecast errors. However, neither 
set of comparisons, answers the ques­
tion: Is an:econometric model (and the 
BEA model in particular) a useful de­
vice for forecasting? 

This question cannot be answered 
unambiguously for at least the following 
reasons: (1) There is no single criterion 
of forecasting quality; (2) what con­
stitutes a sufficiently accurate forecast 
depends on how the results are to be 
used; (3) as previously noted, one can­
not fully separate the use of a model in 
forecasting from the judgment of the 
forecaster; hence, various tests that 
attempt to assess the contribution of 
the model to forecasting are not wholly 
satisfactory; (4) the continuing process 
of model development and improve­
ment and the changing structure of the 
economy imply that the past record of 
a model is not a clear guide to its future 
performance. 

In regard to the first point, it must 
be borne in mind that a forecast does 
not yield a single magnitude, but a 
whole vector of outputs (and for multi-
period forecasts, a set of such vectors 
or matrix of outputs). A forecaster or 
forecasting system can, for instance, 
produce an excellent record in terms 
of current-dollar GNP, but a poor one 
in terms of composition of final demand, 
prices, profits, etc. Again, a set of quar­
terly forecasts might include good one-
and two-quarter projections, but poor 
ones beyond that; or it may provide 
good year-ahead forecasts, but give mis­
leading quarterly patterns and fail to 
indicate cyclical turning points. There 
is no objective basis for weighting these 
various elements to arrive at an overall 
rating of forecasting quality. 

One may compare model forecasts 
with forecasts obtained by other tech­
niques, but here also there are problems. 
For instance, the record of an econo­
metric forecaster, or of a group of 
econometric forecasters, can be com­
pared with that of a selected group of 
judgmental forecasters over the same 
period. However, it is not likely that a 
reputable judgmental forecaster exists 
who can claim to be uninfluenced by 
econometric forecasts (and probably 
also vice versa) and there is an obvious 
problem in deciding which econometric 
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and ,:judgmental forecasts are to be 
compared. Another obstacle to mean­
ingful comparison is that judgmental 
and econometric forecasters do not 
project a common set of values for the 
exogenous variables of the models.19 

Standardized comparisons of the fore­
casting ability of different econometric 
models are also hard to obtain. The 
difficulty in sorting out the forecaster's 
judgmental errors from the performance 
of the model is a particular problem 
here.20 

Comparison of ex-ante forecasts with 
''naive" benchmarks 
In view of the problems of finding an 

absolute standard for evaluating fore­
casts and in comparing model forecasts 
with judgmental forecasts or one 
model's forecasts with those of another, 
it is worthwhile to make still another 
kind of comparison, namely, between 
ex-ante forecasts and so-called "naive" 
extrapolations. The latter approach is 
one that makes no use of economic 
knowledge other than past data on the 
variables in question and hence is 
merely a mechanical device for pro­
jecting the data. Such a benchmark can 
represent a sort of floor below which, it 
is hoped, forecasting performance based 
on the non-naive method will not sink. 

A whole spectrum of naive bench­
marks, varying in degree of com-

19. Notwithstanding these difficulties, a very tentative 
comparison between model and judgmental forecasts has 
beenmado by Victor Zarnowitz, using the BEA and Wharton 
model results obtained by Haitovsky and Treyz. According 
to Zarnowitz, models have "a slight edge" on judgmental 
forecasts; "Forecasting Economic Conditions: Becord and 
Prospect," The Business Cycle Today, edited by Victor 
Zarnowitz, National Bureau of Economic Besearch, 1972, 
especially pp. 222-27. 

20. A cooperative attempt to make intermodel comparisons 
of predictive ability and other properties, by imposing pro­
cedures as uniform as possible, has been undertaken by var­
ious model builders under the sponsorship of the National 
Bureau of Economic Besearch and the National Science 
Foundation. 

Preliminary comparisons of sample period and post-sample 
period predictions of current-dollar GNP and real GNP for 
all models, including the BEA model, have been published 
in Lawrence R. Klein and Gary Fromm, "A Comparison of 
Eleven Econometric Models of the United States," American 
Economic Review, May 1973. (Comparisons of ex-ante fore­
casts have not beenmade by this group.) The results indicate 
relatively little variation across models in BMSE's within 
the sample period. There is more variation in the post-sample 
comparisons; however, these comparisons are hampered by 
lack of perfect uniformity in the time period covered, short­
ness of the post-sample period in most cases, and adjustment 
Procedures. 

For the period 1967-III—1969-OT, comparisons of ex-ante 
and ex-post forecast results for key variables from the BEA 
and Wharton models using actual and alternative constant 
adjustment procedures have also been published (Haitovsky 
and Treyz, op. cit.). 

plexity, is available. The simplest one 
is a projection of no change from the 
previous period. Since the economy is 
generally upward trending, it is clear 
that all serious forecasting systems 
would win over this benchmark. A 
benchmark that provides a somewhat 
harder test is extrapolation of the 
same change as in the previous period. 
A more complex benchmark, which 
involves statistical inference applied to 
past economic data but which again 
fails to incorporate hypotheses of eco­
nomic casuality, is an autoregressive 
equation, that is; one in which the vari­
able in question depends on its own 
lagged values: 

Yt=a0-r-a1Yt_1-r-a2Yt-2+. . .-f-aaYt-,,. 

Table 11 shows RMSE's for extrap­
olations of major variables one to six 
quarters ahead made using "second-
order" autoregressive equations, that 
is, equations having two lagged values 
of the dependent variable. Inclusion of 
the second as well as the first lagged 
value results in difference equations 
which may yield cyclical movements 
as well as growth. As in the predictions 
and forecasts made with the model, 
the autoregressive extrapolations were 
generated dynamically; that is, extrap­
olated rather than actual values of the 
lagged dependent variables were used 
where needed as inputs. 

Extrapolations with the autoregres­
sive equations were made for the same 

Table 11.—Root M e a n Square Errors for Se lected I t e m s : Ex ante Forecasts versus Extrapo­
la t ions us ing Second-order Autoregressive Equat ions 

Billions of dollars: 
Gross national product: 

Ex-ante forecasts 
Autoregressive 

Personal income: 
Ex-ante forecasts.. 
Autoregressive 

Corporate profits and inventory valuation adjustment: 
Ex-ante forecasts 
Autoregressive 

Billions of 1958 dollars: 

Gross national product: 
Ex-ante forecasts 
Autoregressive.. 

Personal consumption expenditures: 
Ex-ante forecasts 
Autoregressive.. 

Automobiles and parts: 
Ex-ante forecasts 
Autoregressive— 

Filed nonresidential investment: 
Ex-ante forecasts 
Autoregressive.. 

Besidential structures: 
Ex-ante forecasts... 
Autoregressive 

Change in business inventories: 
Ex-ante forecasts 
Autoregressive 

Merchandise imports: 
Ex-ante forecasts*. 
Autoregressive 

Miscellaneous items: 
Implicit price deflator, private GNP (1958=100): 

Ex-ante forecasts -
Autoregressive.. 

Unemployment rato (percent): 
Ex-ante forecasts 
Autoregressive 

Average yield on 4-6 months commercial paper (percent): 
Ex-ante forecasts 
Autoregressive.. 

Average yield, corporate bonds (percent): 
Ex-ante forecasts 
Autoregressive.. 

Forecast horizon (quarters) 

1Q-

2.94 
4.53 

2.69 
2.41 

2.74 
2.53 

2.89 
4.25 

2.54 
3.79 

1.60 
2.39 

2.48 
1.37 

.77 

.78 

3.42 
4.41 

1.67 
1.19 

.44 

.31 

.13 

.23 

.47 

.38 

.23 

.78 

2Q 

6.67 
7.44 

6.02 
3.74 

4.29 
3.65 

5.61 
7.29 

4.29 
5.25 

2.58 
2.14 

2.35 
2.49 

1.19 
1.41 

3.81 
5.19 

1.76 
1.61 

.75 

.66 

.37 

.50 

.93 

.82 

.52 
1.59 

3Q 

10.80 
10.62 

9.19 
5.66 

5.16 
4.90 

8.78 
11.41 

6.01 
7.21 

2.87 
2.08 

2.46 
3.99 

1.86 
1.98 

3.64 
5.57 

2.19 
1.67 

1.16 
1.01 

.38 

.83 

1.32 
1.15 

.8t 
2.2D 

4Q 

15.27 
14.28 

13.16 
6.74 

6.47 
6.44 

11.94 
16.75 

7.35 
10.22 

3.50 
2.78 

3.45 
6.08 

2.46 
2.31 

4.43 
6.38 

2.51 
1.60 

1.63 
1.37 

.53 
1.14 

1.85 
1.38 

1.08 
2.76 

5Q 

16.95 
17.68 

18.43 
7.80 

10.26 
7.89 

15.84 
22.62 

7.86 
13.32 

3.50 
2.70 

3.87 
8.40 

2.06 
2.45 

3.48 
7.05 

2.70 
1.52 

2.64 
1.86 

.74 
1.38 

2.34 
1.67 

1.41 
2.81 

6Q 

15.48 
19.61 

18.76 
8.51 

8.56 
8.88 

17.27 
28.27 

9.50 
16.03 

4.57 
2.45 

3.84 
10.62 

2.24 
2.45 

1.81 
7.24 

2.55 
1.83 

2.47 
2.48 

.84 
1.56 

2.46 
1.99 

1.58 
.87 

•Based on forecasts since April 1967 only. 
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period as that for which the model 
forecasts are presented, i.e., 1966— 
1971-11. However, two sets of param­
eter estimates were made for each 
autoregressive equation: The first set 
was estimated over the period 1953-
II—rl966-rvT and used to extrapolate 
in 1967 and 1968; the second set was 
estimated through 1968 and used to 
extrapolate in 1969—1971-11. This re-
estimation of the autoregressive equa­
tion parameters corresponds to the 
timing of major reestimations of the 
model. 

For current-dollar GNP, the model 
ex-ante forecasts are, on balance, supe­
rior to the autoregressive extrapola­
tions, although a reversal occurs in the 
third and fourth quarters. The model 
forecasts of real GNP are distinctly su­
perior to autoregressive extrapolations 
throughout, while the forecasts of the 
private GNP deflator are inferior to 
the extrapolations until the sixth quar­
ter. Perhaps the autoregressive price 
equation captures the role of price 
expectations to a substantial degree. 

Among components of real GNP, 
model forecasts are better than au­
toregressive extrapolations of total 
consumption expenditures, fixed non­
residential investment after the first 
quarter, business inventory investment, 

and, to a slight extent, residential con­
struction outlays. However, model fore­
casts are weaker for consumer purchases 
of autos and parts after the first quarter 
and merchandise imports in all quarters. 

Beyond one quarter, the model fore­
casts of persona! income yield substan­
tially larger errors than the autoregres­
sive extrapolations. For profits, the 
two sets of errors are closer, although 
the model forecasts are slightly poorer. 
The model forecasts are superior for 
the unemployment rate and the long-
term interest rate, but not for the 
short-term interest rate. 

The mixed performance of the ex-ante 
forecasts relative to extrapolation based 
on autoregression is somewhat dis­
appointing. However, this does not 
suggest that we should abandon econo­
metric models in favor of autoregressive 
or other empirical extrapolation tech­
niques. Rather, it points up the need 
for further improvement in model struc­
ture or, in statistical techniques of 
estimation or prediction. Even if they 
would consistently yield more accurate 
forecasts, purely empirical techniques 
could not deal with the impact of 
assumed alternative policy decisions 
and other contingencies. Only a model 
can do this. 

T a b l e 1 2 . — E r r o r s i n F o r e c a s t o f A u g u s t 8 , 1968 

[Predicted minus actual] 

Billions of dollars (except as indicated): 

Gross national product., 

Personal consumption expenditures... 
Automobiles and parts 
Other durable goods 
Nondurable goods 
Services 

Fixed nonresidential investment 
Residential structures. . . . . 
Change in business inventories 

Net exports 
Exports '. 
Imports 

Government purchases of goods and services 
Federal. , 
State and local 

Personal income 

Disposable personal incomo 

Corporate profits and inventory valuation adjustment 

Gross national product in 1958 dollars 

Implicit price deflator, private GNP (1958=100) 

Wages per private employee (thousands oi dollars per year) 

1968 

III 

- 7 . 7 

- 8 . 4 
- 3 . 2 
- 1 . 1 
- 2 . 5 
- 1 . 7 

.4 

.1 
- 1 . 2 

1.2 
- 1 . 6 
- 2 . 8 

.2 

.2 

.0 

- 3 . 9 
- 3 . 4 

- 2 . 5 

- 5 . 0 

- . 2 

- . 06 

IV 

-14.6 

-11.0 
- 3 . 7 
- 1 . 3 
- 3 . 8 
- 2 . 3 

- 1 . 2 
- 2 . 0 
- 2 . 5 

3.5 
1.5 

- 2 . 0 

- 1 . 5 
- . 5 

- 1 . 0 

-11.0 

- 7 . 7 

- 1 . 5 

- 7 . 5 

- . 7 

- . 1 5 

1969 

- 2 5 . 0 

-17.5 
- 5 . 4 
- 2 . 4 
- 6 . 5 
- 3 . 3 

- . 1 
- 4 . 3 
- 4 . 2 

5.2 
1.5 

1.5 
- . 9 

-19.4 
-10.4 

- 2 . 2 

-12.8 

- 1 . 2 

- . 1 6 

I I I I I IV 

- 32 .3 

-22.5 
- 5 . 4 
- 3 . 3 
- 9 . 2 
- 4 . 7 

- 5 . 9 
- 4 . 8 
- 4 . 2 

4.0 
- 2 . 9 
- 7 . 0 

1.3 
2.8 

- 1 . 5 

-27.6 
-16.6 

- 2 . 7 

-14.2 

- 1 . 8 

- . 2 4 

-37 .3 

-22.2 
- 5 . 5 
- 1 . 1 
- 8 . 9 
- 6 . 7 

- 8 . 7 
- 3 . 8 
- 7 . 2 

2.9 
- 3 . 4 

1.8 
2.8 

- 1 . 0 

-32 .4 

-24 .7 

.5 

-13.8 

- 2 . 6 

- . 2 4 

-31.4 

-24.3 
- 5 . 8 
- . 9 

- 9 . 1 
- 8 . 3 

- 9 . 3 
- . 9 

- 1 . 7 

2.9 
- 3 . 7 
- 6 . 6 

2.2 
3.1 

- . 9 

-36.4 
-29.0 

7.5 

- 5 . 0 

- 3 . 4 

- . 2 2 

Summary of Major Findings 

(1) Both prediction and forecasting 
errors tend to. grow in size: as the 
prediction horizon is extended. This 
tendency is, greatly subdued in pre­
dictions and forecasts .of quarterly 
changes—as distinct from the levels— 
of the variables. 

(2) In both the predictions and the 
forecasts, root mean square errors 
(RMSE's) in such aggregates as GNP 
and personal consumption expenditures 
are substantially less than the sum of 
RMSE's in the components, indicating 
offsetting of errors. 

(3) The errors in the post-sample 
predictions are generally much larger 
than in the sample period predictions. 
For trend-type variables, the excess 
of post-sample over sample period 
errors is less in percentage than in 
absolute terms, but still- substantial. 

(4) The ex-ante forecast errors are 
smaller than the post-sample prediction 
errors for real output, but substantially 
larger for the price level. It is con­
cluded tentatively that judgmental ad­
justments in the constant terms helped 
to improve the forecasts. 

(5) There is virtually no bias in the 
santiple period predictions. However, 
errors in both the post-sample pre­
dictions and the forecasts show evidence 
of significant bias, though the signifi­
cance tests are tenuous. The post-
sample predictions show significant 
positive bias in real GNP and in certain 
GNP components, but not in the price 
level for the first few quarters. In.the 
ex-ante forecasts, by contrast, bias in 
real GNP is positive, though not statis­
tically significant until the fifth quarter. 
There is a strong negative bias in the 
price level forecasts, which offsets the 
positive bias in real output and results 
in relatively small errors in money 
GNP. 

(6) For current-dollar GNP, ex-post 
forecasts (those in which the projected 
values of exogenous variables used in 
the ex-ante forecasts are replaced by 
actual values) yield larger errors than 
ex-ante forecasts for the whole forecast 
horizon; this results from offsetting 
errors in exogenous variables and model 

(Continued on -page SS) 
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months ending in June. An official of 
the United Auto Workers has stated 
that the union's demands in bargaining 
on the auto industry contract, which 
expires September 15, could shift to 
placing a much higher priority on get­
ting a large wage increase, if the mem­
bers begin to. press for it. Recent 
statements by both the Treasury Secre­
tary and the President of the AFL-CIO 
have acknowledged that if the price 
rise does not slow, labor can be ex­
pected to demand substantially larger 
wage increases later this year and in 
1974 than has been the pattern thus 
far in 1973. 

National Accounts in the 
Second Quarter 

On the basis of more complete 
source data, BEA has revised the 
estimate of second quarter GNP. The 
revisions of the components are very 
small, and have a negligible effect on 
total GNP. Real GNP is very slightly 
smaller than previously estimated, cur­
rent dollar GNP is slightly larger, 
and the implicit price deflator is also 
higher. 

Corporate profits 
According to the preliminary esti­

mate, corporate book profits before 
taxes increased $10% billion in the 
second quarter to a seasonally adjusted 
annual rate of $130.1 billion. Book 
profits had risen $13}£ billion in the 
first quarter, and about $19 billion in 
the year from end-1971 to end-1972. 
More than one-third of the second 
quarter increase was in durable goods 
manufacturing; advances were also 
reported by nondurables manufactures 
and financial institutions. 

Book profits include gains or losses 
due to differences between the replace-
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ment cost of goods taken out of in­
ventory and the cost at which these 
items are charged to production. Pro­
fits as measured in the national income 
accounts (NIA) include only profits 
arising from current production, and 
thus exclude inventory profits—which 
were at an annual rate of $21 billion 
in the second quarter, up $5% billion 
from the first. Thus, pretax profits on 
the national income basis rose $4% 
billion to a seasonally adjusted annual 
rate of $109 billion. The national 
income profits figure had risen $5% 
billion in the first quarter and $15K 
billion from end-1971 to end-1972. 

Federal fiscal position 
The Federal fiscal position as meas­

ured in the NIA was in approximate 
balance in the second quarter. Large 
increases in receipts far outpaced the 
growth of expenditures,' and the ac­
counts registered a nominal surplus 
of $.1 billion at a seasonally adjusted 
annual rate. There has been deficits 
of $5 billion in the first quarter and 
$23.4 billion in the fourth; a surplus 
was last registered in the fourth quarter 
of 1969. 

For the fiscal year 1973, the pre­
liminary figures (based on data not 
seasonally adjusted) show a Federal 
deficit of $12.1 billion as measured in 
the NIA. This compares with a $26.6 
billion deficit estimated on the basis 
of the January budget, with NIA 
receipts having come in higher, and 
expenditures lower, than indicated in 
the budget. Table 3 shows the relation­
ship between the unified budget and 
the NIA measures of receipts and 
expenditures, as estimated in the Jan­
uary budget and as indicated by the 
preliminary actual figures. Detailed 
explanations of the reconciliation items 
appear on page 28 of the February 
1973 issue of the SURVEY. 
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T a b l e 3 . - - R e l a t i o n s h i p o f F e d e r a l G o v e r n ­
m e n t R e c e i p t s a n d E x p e n d i t u r e s i n t h e 
N a t i o n a l I n c o m e A c c o u n t s t o t h e U n i f i e d 
B u d g e t , F i s c a l Y e a r 1973 

[Billions of dollars] 

Receipts 

Unified budget receipts 

Coverage differences.-
Netting and grossing 

: Timing differences 
Miscellaneous 

Federal receipts, NIA basis 

Expenditures 

Unified budget out lays . . . . . . . 

Coverage differences 
Outer continental shelf de-

positfunds 
Other 

Financial transactions 
Net purchases of land- . . . 
Netting and grossing. 
Timing differences 
Miscellaneous '. 

Federal expenditures, NIA basis 

Unified budget surplus or deficit (—).. 
NIA deficit surplus or deficit (—) 

Source: Estimates by BEA. 

January 
1973 

budget 

225.0 

^ . 2 
6.3 

.3.6 
- . 4 

233.3 

249.8 

.6 

1.1 

- : 9 
2.9 
5.3 
2.8 

- . 6 

259.9 

-24.8 
-26.6 

August 
1973 

prelimi­
nary 

232.2 -

- 3 r 
6 0 * 
6 2 • 

- . 1 

242.9 ^ 

246.6 

1 1 
- . 8 

- 1 3 
'•• 2 3 

5 0 
1 8 
.3 

255.0 

-17.8 
-12.1 

(Continued from page 88) 

equations. Differences between errors 
in ex-post and ex-ante forecasts of real 
GNP, the private GNP implicit de­
flator, and the unemployment rate are 
generally slight. 

(7) For key aggregates—current-
dollar GNP, real GNP, real personal 
consumption expenditures, and the un­
employment rate—model forecasts are 
superior to extrapolations based on 
autoregressions; for the private GNP 
deflator, some GNP components, and 
personal income, the latter are superior. 

(8) While the model tends to* under­
estimate the amplitude of cyclical 
swings in real output, it generally 
recognizes turning points. However, 
accuracy in identifying the quarter of 
downturn or upturn diminishes as the 
prediction horizon lengthens. 
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